DAL: A Deep Depth-Aware Long-term Tracker
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Abstract—In this work, we propose a long-term RGBD tracker that achieves state-of-the-art performance on the Princeton RGBD, STC and CDTB datasets and runs nearly real-time (20fps). The tracker is based on non-stationary formulation of the deep Discriminative Correlation Filter (DCF). The DCF feature channels are modulated by the depth context in each location which makes the tracker robust against occlusion and background clutter. Moreover, the non-stationary DCF also performs well in target re-detection enabling long-term tracking.

I. INTRODUCTION

A vast majority of the works focus on RGB tracking, but recently RGBD (RGB + Depth) tracking has gained momentum. Depth is a particularly strong cue for object’s 3D localization and simplifies foreground-background separation for occlusion handling. A number of RGBD tracking datasets have recently become available [1], [2], [3] for which recent works [4], [5] have demonstrated improved tracking performance by adopting depth based occlusion handling. However, a recent long-term RGBD tracking benchmark [3] revealed that the best performance is achieved with the state-of-the-art RGB trackers that omit the depth input. In the RGBD track of the VOT 2019 challenge [6] the best RGBD trackers outperformed RGB ones by a clear margin. However, complicated architectures of these RGBD trackers make them too slow (∼2fps) for many online applications.

This paper contributes by closing the performance gap in the terms of accuracy and speed between the RGB and RGBD trackers. We propose a non-stationary RGBD tracker that exploits depth information at all levels of processing and obtains superior performance to the best RGBD trackers [6] with the speed comparable to real-time RGB trackers. The target appearance is modeled by adopting the state-of-the-art deep discriminative correlation filter (DCF) architecture [7]. The deep DCF is modulated using the depth information such that large changes in the depth suppress discriminative features in these regions. The proposed non-stationary deep DCF performs well both in short-time frame-to-frame tracking and target re-detection and therefore makes complex target re-detection procedures unnecessary (see examples in Figure 1).

The proposed long-term RGBD tracker achieves state-of-the-art performance on the three available RGBD tracking benchmarks, PTB [1], STC [2] and CDTB [3], and runs an order of magnitude faster than the recent state-of-the-art RGBD tracker [5] or the winner of the recent VOT-RGBD challenge [6]. We also provide an ablation study that confirms the effectiveness of the non-stationary DCF formulation and the proposed components of the DAL tracker.

II. RELATED WORK

RGB trackers. There are two dominating tracks at the moment: DCF and the Siamese architecture based. Bolme et al. [8] introduced an effective and efficient Discriminative Correlation Filter (DCF) tracker. DCF was extended by Henriques [9] with fourier-transform-based training, and later augmented with segmentation constraints in CSR-DCF [10].

On the other hand, the end-to-end trained Siamese network based trackers have reported high tracking accuracy [11]. Li et al. [12] adopts a region proposal network for better predicted bounding boxes. Zhu et al. [13] suppresses the effect of background distractors by controlling the quality of learned target model. The most advanced siamese-based tracker is SiamRPN++[14], utilizing ResNet-50 for feature representation. Recently, DCF inspired CNN-based methods have been proposed. A representative work is the ATOM tracker [15] that allows large-scale training for bounding box estimation and learning discriminative filters on the fly.
RGBD trackers. A number of RGBD trackers have been proposed recently. PTB [1] was one of the first by presenting a hybrid RGBD tracker composed of HOG features, optical flow and 3D point clouds. Under the particle filter framework, Mesghi [16] introduce an RGBD tracker with occlusion awareness and Bibi [17] further models targets using sparse 3D cuboids. Based on KCF, Hannuna et al. [18] uses depth for occlusion detection and An et al. [19] extends KCF with the depth channel. Liu et al. [20] present a 3D mean-shift-based tracker. Kart et al. [4] apply graph cut segmentation on color and depth information, generating better foreground mask for training a DCF [10]. They extend the method by online 3D model estimation [5] that uses Co-Fusion [21] for SLAM. At the moment of writing this paper, OTR [5] leads the leaderboards of two RGBD benchmarks.

Benchmarks. RGBD benchmarks are smaller than the most recent RGB benchmarks. For example, TrackingNet [22] contains 14 million samples while the biggest RGBD dataset CDTB [3] only 100 sequences. PTB [1] provides a tiny subset (hundreds of images) for training, but this is insufficient to train or fine-tune large deep nets. STC [2] contains only 36 sequences for the short-term tracking setting. The shortage of RGBD training data for tracking explains why off-line training has not been adopted for RGBD tracking. RGBD trackers can however benefit from the large RGB tracking datasets.

III. Method

A. Non-stationary deep DCF

Robust localization is the most crucial element of long-term tracking. We thus formulate the target model as a deep discriminative correlation filter (DCF), which is optimized by the recently proposed deep learning algorithm [7]. Given a set of labelled training samples \( S_{\text{train}} \), the filter \( f \) is optimized by steepest descent on the following loss \( L_{\text{ch}} \):

\[
L_{\text{ch}} = \frac{1}{N_{\text{iter}}} \sum_{i=0}^{N_{\text{iter}}} \sum_{(x,c) \in S_{\text{train}}} \| \ell(x \ast f(i), z_{\text{ref}}) \|^2.
\]

where * is the convolution operation and \( z_{\text{ref}} \) refers to the corresponding Gaussian function centered on the target location \( c \) of the training sample \( x \) and \( N_{\text{iter}} \) is the number of steepest descent iterations. The loss applies a nonlinear regression error \( \ell(s,z) = s - z \) for \( z > T \) and \( \ell(s,z) = \max(0,s) \) for \( z \leq T \), where \( T \) is a threshold on the error. The training samples \( x \in S_{\text{train}} \) are extracted from the image patch 5 times larger than the target size using a backbone [23] which is fine-tuned for the localization task [7].

The target is localized on a new frame by extracting deep features within a patch 5 times the target size and correlated by the trained filter \( f \). The position of the maximum correlation response is the new target position estimate.

However, using a stationary filter (i.e., the same filter) on all locations is sub-optimal since certain regions might contain occlusion and are thus less reliable than other regions [24]. Furthermore, certain targets are poorly approximated by a rectangular convolution window and therefore a mechanism for background suppression is required. We propose a non-stationary DCF that utilizes depth to modulate the DCF content with respect to the filter position. Specifically, we define the non-stationary deep DCF as

\[
\tilde{f}(x, y) = f \odot \Theta(x, y),
\]

where \( f \) is a stationary base filter, \( \Theta(x, y) \) is a non-stationary 2D modulation map, and \( \odot \) is a Hamada product, that multiplies all channels of the base filter with the same modulation map. The purpose of the modulation map is to give more weight to the pixels with depth values similar to the tested position, thus reducing the effect of the background and occlusion. Let \( D(x, y) \) be the depth at the tested position and let \( D(x + m, y + n) \) be the depth of the neighboring pixel. The modulation map is then defined as

\[
\Theta_{mn}(x, y) = \exp(-\alpha |D(x, y) - D(x + m, y + n)|),
\]

where \( \alpha \) is a hyper parameter that controls the modulation strength. Figure 2 illustrates the modulation map construction and usage in non-stationary DCF correlation. The loss for training the non-stationary DCF becomes

\[
L_{\text{ch}} = \frac{1}{N_{\text{iter}}} \sum_{i=0}^{N_{\text{iter}}} \sum_{(x,c) \in S_{\text{train}}} \| \ell(x \ast \tilde{f}(i)(x,y), z_{\text{ref}}) \|^2.
\]

The loss is optimized using the steepest descent algorithm from [7] within a region five times the target size to harvest a sufficient amount of negative examples. The non-stationary DCF learns to take into account the target-background discontinuities induced by depth and therefore provides improved foreground-background discrimination.

B. Accurate localization

The non-stationary deep DCF described in Sec. III-A robustly localizes the target even in presence of clutter. For accurate bounding box prediction i.e., width and height of the target, we follow the recent IoUNet [25] bounding box regression introduced in [15].

The IoUNet is trained offline on image pairs of the same target using a large number of video sequences. The first image and the corresponding bounding box are used as a training example. A modulation vector is extracted from this image and used with the second image (test example) to refine the
given test bounding box and to predict its intersection over union with the ground-truth bounding box.

During tracking, after the target is approximately localized by the depth-modulated DCF (Sec. III-A), \( N_{BB} \) positions are sampled around the predicted position and IoUNet is applied to produce refined bounding boxes with predicted IoU scores. \( N_{TOP} \) bounding boxes with the highest predicted score are averaged to produce the final bounding box.

### C. Long-term tracker architecture

A long-term tracker is required to address the situation in which the target disappears for long duration and re-appears later on. Target loss prediction and re-detection play a crucial role in these scenarios. In our case, the short-term tracker is composed of a robust localizer i.e., a non-stationary deep DCF (Sec. III-A) and an accurate bounding box refinement module (Sec. III-B), and is used for continuous, short-term, target localization. Periods of unreliable target localization are detected by a non-stationary target presence classifier (Sec. III-D). Once the target is lost, the target search range progressively increases over the consecutive frames. Target is re-detected by applying the non-stationary DCF from Sec. III-A within the enlarged search region. Once the target is re-detected, the search range reduces back to that of short-term tracking.

Since the same model is used for short-term tracking and detection, care has to be taken to prevent model contamination and irrecoverable drift caused by updating from the background. We thus apply target presence indicators (Sec. III-D) to switch between target presence/absence states and identify periods during which it is safe to update the target model.

### D. Target presence indicators

The similarity between the model and the detected target is quantified by the maximum of the depth-modulated DCF correlation response, i.e., \( \rho_{DCF} \). Low values indicate low target presence likelihood. Thus the correlation-based target presence indicator is defined simply as \( \beta_{DCF}(\tau) = \{1 : \rho_{DCF} > \tau; 0 : \text{otherwise}\} \).

The temporal depth consistency is used as another indicator. The target depth distribution is encoded by depth histograms \( G_i \), \( i = 1, ..., N_G \), extracted from the depth images inside the predicted bounding box region in the previous time-steps. A histogram extracted in the current time-step \( H \) is compared to these histograms by the Bhattacharyya similarity

\[
\rho_{dep} = \frac{1}{n_B} \sum_j \sqrt{H_j G_j},
\]

where \( n_B \) is number of the histogram bins. Low values indicate target occlusion or disappearance. The depth consistency indicator is defined as \( \beta_{dep}(\tau) = \{1 : \rho_{dep} > \tau \land \forall i; 0 : \text{otherwise}\} \). The set of depth histograms is refreshed each time a target model is updated by first-in-first-out mechanism.

These indicators are applied to construct conditions to trigger (i) target lost state, (ii) target re-detected state, and (iii) to decide whether it is reliable to update the target model without background contamination. The triggers are summarized in Table I.

### Summary of the target presence indicators (Section III-D).

<table>
<thead>
<tr>
<th>State</th>
<th>Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target lost</td>
<td>( \neg \beta_{DCF}(\tau) \land \neg \beta_{dep}(\tau_D) )</td>
</tr>
<tr>
<td>Target re-detected</td>
<td>( \beta_{DCF}(\tau_h) )</td>
</tr>
<tr>
<td>Update model</td>
<td>( \beta_{DCF}(\tau_w) \land \beta_{dep}(\tau_D) )</td>
</tr>
</tbody>
</table>

### IV. Experiments

#### A. Implementation Details

The backbones for deep DCF and the IoU-Net are pre-trained for localization task on RGB sequences and the filter update parameters are kept as in [7]. The depth modulation hyperparameter is set to \( \alpha = 0.1 \). The bins of depth histograms are constrained to 8 meters at resolution of 0.1m per bin. The search region enlargement rate factor during re-detection is set to \( r = 1.05 \). The target presence indicator thresholds (Table I) are empirically set to \( \tau_l = 0.2 \), \( \tau = 0.25 \), \( \tau_h = 0.3 \) and \( \tau_D = 0.8 \). The number of depth histograms in the depth temporal consistency model is set to \( N_G = 3 \). The preliminary study showed that the method is not sensitive to these parameters and the same values were used in all experiments.

#### B. State-of-the-art Comparison

The proposed depth-aware long-term (DAL) tracker was evaluated on the three available RGB-D benchmarks: Princeton tracking benchmark [1] (PTB), STC tracking benchmark [2] and Color-and-depth tracking benchmark [3]...
Princeton Tracking Benchmark [1] (PTB) is the most popular benchmark in RGBD tracking. The dataset consists of 95 video sequences without publicly available ground-truth annotations to prevent over-fitting. The sequences are annotated with 11 visual attributes for a thorough analysis of tracking performance. Table II. A per-frame tracking performance is measured by the success and precision plots. Trackers are ranked according to the area under the success rate curve. The precision plot shows percentage of frames where distance between the predicted bounding box center and the ground-truth bounding box center is smaller than the threshold, for a set of overlap thresholds. Trackers are ranked according to the area under the success rate curve. The precision plot shows percentage of frames where distance between the predicted bounding box center and the ground-truth bounding box center is smaller than the threshold, for a set of overlap thresholds. Trackers are ranked according to the area under the success rate curve.

### Table II

The normalized area under the curve (AUC) scores computed from one-pass evaluation on the STC Benchmark [2]. The TOP three results for each attribute are annotated respectively.

<table>
<thead>
<tr>
<th>Method</th>
<th>Human</th>
<th>Animal</th>
<th>Rigid</th>
<th>Large</th>
<th>Small</th>
<th>Slow</th>
<th>Fast</th>
<th>Occ.</th>
<th>No-Occ.</th>
<th>Passive</th>
<th>Active</th>
</tr>
</thead>
<tbody>
<tr>
<td>OTR [5]</td>
<td>0.769(2)</td>
<td>0.77(3)</td>
<td>0.68</td>
<td>0.81(2)</td>
<td>0.76</td>
<td>0.77(3)</td>
<td>0.81</td>
<td>0.75(2)</td>
<td>0.71</td>
<td>0.85</td>
<td>0.85(1)</td>
</tr>
<tr>
<td>DiMP [7]</td>
<td>0.765(3)</td>
<td>0.67</td>
<td>0.86(1)</td>
<td>0.79</td>
<td>0.67</td>
<td>0.81(2)</td>
<td>0.82(3)</td>
<td>0.73</td>
<td>0.63</td>
<td>0.93(1)</td>
<td>0.74</td>
</tr>
<tr>
<td>ours</td>
<td>0.737</td>
<td>0.66</td>
<td>0.74</td>
<td>0.82(1)</td>
<td>0.73</td>
<td>0.74</td>
<td>0.80</td>
<td>0.71</td>
<td>0.63</td>
<td>0.88(3)</td>
<td>0.83(2)</td>
</tr>
<tr>
<td>CDS-KCF-CPP [18]</td>
<td>0.693</td>
<td>0.67</td>
<td>0.61</td>
<td>0.76</td>
<td>0.69</td>
<td>0.70</td>
<td>0.75</td>
<td>0.67</td>
<td>0.63</td>
<td>0.78</td>
<td>0.79</td>
</tr>
<tr>
<td>CSR-rgbd++ [4]</td>
<td>0.40</td>
<td>0.28</td>
<td>0.36</td>
<td>0.31(3)</td>
<td>0.19</td>
<td>0.45(3)</td>
<td>0.44(3)</td>
<td>0.46</td>
<td>0.42(3)</td>
<td>0.42(3)</td>
<td>0.59(3)</td>
</tr>
<tr>
<td>DS-KCF-Shape [2]</td>
<td>0.40</td>
<td>0.28</td>
<td>0.36</td>
<td>0.24</td>
<td>0.24(3)</td>
<td>0.36</td>
<td>0.38</td>
<td>0.45</td>
<td>0.32</td>
<td>0.34</td>
<td>0.37</td>
</tr>
<tr>
<td>ours</td>
<td>0.662</td>
<td>0.53</td>
<td>0.72</td>
<td>0.78</td>
<td>0.61</td>
<td>0.70</td>
<td>0.72</td>
<td>0.64</td>
<td>0.53</td>
<td>0.85</td>
<td>0.77</td>
</tr>
<tr>
<td>STC [2]</td>
<td>0.698</td>
<td>0.65</td>
<td>0.67</td>
<td>0.74</td>
<td>0.68</td>
<td>0.69</td>
<td>0.72</td>
<td>0.68</td>
<td>0.61</td>
<td>0.80</td>
<td>0.78</td>
</tr>
</tbody>
</table>

### Table III

The top three results for each attribute are annotated respectively.

<table>
<thead>
<tr>
<th>Method \ Attributes</th>
<th>AUC</th>
<th>IV</th>
<th>DV</th>
<th>SV</th>
<th>CDV</th>
<th>DDV</th>
<th>SDC</th>
<th>SCC</th>
<th>BCC</th>
<th>BSC</th>
<th>PO</th>
</tr>
</thead>
<tbody>
<tr>
<td>DAL (ours)</td>
<td>0.64(1)</td>
<td>0.51(1)</td>
<td>0.63(1)</td>
<td>0.5(1)</td>
<td>0.6(1)</td>
<td>0.6(1)</td>
<td>0.6(1)</td>
<td>0.6(1)</td>
<td>0.58(1)</td>
<td>0.58(1)</td>
<td></td>
</tr>
<tr>
<td>OTR [5]</td>
<td>0.49(3)</td>
<td>0.39(3)</td>
<td>0.48(3)</td>
<td>0.31(3)</td>
<td>0.19</td>
<td>0.45(3)</td>
<td>0.44(3)</td>
<td>0.46</td>
<td>0.42(3)</td>
<td>0.42(3)</td>
<td>0.59(3)</td>
</tr>
<tr>
<td>CSR-rgbd++ [4]</td>
<td>0.45</td>
<td>0.35</td>
<td>0.43</td>
<td>0.30</td>
<td>0.14</td>
<td>0.39</td>
<td>0.40</td>
<td>0.43</td>
<td>0.38</td>
<td>0.40</td>
<td>0.46</td>
</tr>
<tr>
<td>STC [2]</td>
<td>0.40</td>
<td>0.28</td>
<td>0.36</td>
<td>0.24</td>
<td>0.24(3)</td>
<td>0.36</td>
<td>0.38</td>
<td>0.45</td>
<td>0.32</td>
<td>0.34</td>
<td>0.37</td>
</tr>
<tr>
<td>ours</td>
<td>0.34</td>
<td>0.26</td>
<td>0.34</td>
<td>0.16</td>
<td>0.07</td>
<td>0.20</td>
<td>0.20</td>
<td>0.39</td>
<td>0.23</td>
<td>0.25</td>
<td>0.29</td>
</tr>
<tr>
<td>OTR [16]</td>
<td>0.26</td>
<td>0.15</td>
<td>0.21</td>
<td>0.15</td>
<td>0.18</td>
<td>0.24</td>
<td>0.29</td>
<td>0.18</td>
<td>0.23</td>
<td>0.28</td>
<td></td>
</tr>
</tbody>
</table>

(CDTB). The top performing trackers on all benchmarks were included to our experiments.

**Princeton Tracking Benchmark [1] (PTB)** is the most popular benchmark in RGBD tracking. The dataset consists of 95 video sequences without publicly available ground-truth annotations to prevent over-fitting. The sequences are annotated with 11 visual attributes for a thorough analysis of tracking performance. Table II. A per-frame tracking performance is measured by a modified overlap measure that sets the overlap to 1 on frames where the target is correctly predicted to be missing. The overall tracking performance is measured by the success rate, i.e., the percentage of frames where overlap between ground truth and the predicted bounding box exceeds 0.5.

DAL achieves the average success rate higher than 0.8, outperforming all RGBD trackers and outperform the SoTA RGBD tracker OTR [5] and the SoTA RGB tracker DiMP [7] by 5%. On most attributes except “Passive motion”, DAL ranks the first or the second, showing its robustness under various tracking conditions. Compared to OTR, the success rates on “Animal, Small Object, No-Occlusion, Active Motion” are significantly better, verifying the improved utilization in depth for tracking. The per-attribute results also show that DAL deals better with occlusion than DiMP, which may be attributed to the non-stationary DCF modulated by the depth map. See Figure 3 for qualitative comparison on PTB.

The **STC benchmark [2]** is complementary to PTB in terms of visual attributes and contains 36 sequences annotated per-frame with 10 attributes: **Illumination variation (IV)**, **Depth variation (DV)**, **Scale variation (SV)**, Color distribution variation (CDV), Depth distribution variation (DDV), Surrounding depth clutter (SDC), Surrounding color clutter (SCC), Background color camouflage (BCC), Background shape camouflage (BCC), Partial occlusion (PO).

Since the targets in STC dataset are always visible, the standard short-term tracking evaluation methodology is used [29]. Tracking performance is evaluated by the success and precision plots (Fig 4). The success plot shows percentage of frames where overlap of the predicted bounding box is larger than a threshold, for a set of overlap thresholds. Trackers are ranked according to the performance at the threshold of 20 pixels.

Results are reported in Table III. DAL outperforms top-performing RGBD trackers by a large margin. The top RGBD tracker OTR is outperformed significantly by 30.6%, while DiMP is outperformed by 4.9%. The improved performance is
consistent across all the attributes, except SCC (Surrounding Color Clutter).

The CDTB dataset [3] is the most recent and the most challenging RGBD dataset. The sequences are captured in the long-term tracking scenario, which means that the target is often fully occluded or that it disappears from the field of view. The most important aspects in long-term tracking are therefore ability to predict target absence and target re-detection. Tracking performance is measured as tracking recall ($R_c$, average overlap on frames where the target is visible) and tracking precision ($P_r$, average overlap on frames where tracker makes a prediction). Trackers are ranked according to the tracking F-measure, which is combination of $P_r$ and $R_c$.

Tracking results are presented in Fig 6 & Fig 5. The proposed tracker outperforms the top-performer in CDTB [3], MDNet, by a large margin of 37% mostly due to the powerful re-detection module and the non-stationary DCF. The OTR, which is the SoTA RGBD tracker, is outperformed by 85% mostly due to the better target representation including deep features and the deep non-stationary DCF. The proposed tracker outperforms SoTA RGB short-term DiMP w.r.t. the all three measures: tracking F-measure by 28%, precision by 40% and recall by 18%, which demonstrates the impact of the re-detection component and the non-stationary DCF. The top-performing tracker in VOT2019 RGBD challenge, SiamDW_D [6] slightly outperforms DAL. SiamDW_D is a complex combination of multiple short-term tracking methods and general object detectors from the off-the-shelf tool-box [30]. This complicated architecture prevents significant incorporation of depth in the tracker. In fact, depth is used only for target loss identification. Due to computational complexity, SiamDW_D performs at very low frame rate (2 fps in our tests) and has large memory footprint due to several network branches. On the other hand, DAL has simpler architecture and runs 10× faster thanks to efficient use of depth, while attaining comparable tracking accuracy.

C. Ablation Study

The following variants of DAL were evaluated: (i) the proposed tracker (DAL), (ii) depth trigger is omitted (DAL$^{-LT(\tau_D)}$), (iii) depth trigger is omitted and the base DCF is used (DAL$^{-\alpha,- LT(\tau_D)}$), (iv) no long-term tracking
The CDTB F-measure for the variants is (i) 0.62, (ii) 0.58, (iii) 0.55, (iv) 0.51 and (v) 0.48 with proportional improvements of (iv) +6.3%, (iii) +14.6%, (ii) +20.8% and (i) +29.1% to the baseline (v). These results clearly indicate the contributions of each proposed element in the DAL tracker.

The α parameters in (3) controls the modulation strength in the DCF depth modulation map. The baseline tracker (i.e., without depth modulation, α = 0) was extended by the non-stationary DCF formulation (without target re-detection) and the following values of α were tested: 0.01, 0.1, 1 and 10. The results in Figure 7 show that the highest performance is obtained at α = 0.1. Lower α push tracking performance to the baseline tracker. Increasing α amplifies the depth modulation too much, causing a slight performance drop.

Speed vs. accuracy was evaluated for the ten top-performing trackers on the CDTB dataset. Results are shown in Figure 8. DAL runs close to the real-time, at 20 frames per second, while most of the other trackers (MDNet, MBMD, OTR, ECO, CSR-D) are much slower and achieve significantly lower tracking accuracy. SiamFC runs similarly fast to DAL, but it achieves 46.1% lower tracking performance, DiMP is 45.0% faster, but it achieves 21.8% lower F-measure. The top-performing SiamDW_D achieves 9.7% higher F-measure, but it is 10-times slower.

V. CONCLUSIONS

We proposed a novel deep DCF formulation for RGBD tracking. The formulation is based on the concept of non-stationary DCF where tracker features are modulated by the depth content of the target regions during tracking. The simple formulation provides a strong short-term RGBD tracker, improving the performance from 5% to 6% on all RGBD tracking benchmarks. We also proposed a long-term tracking model where the same non-stationary DCF is used in target re-detection. Simple DCF and depth similarity scores effectively trigger between the modes (tracking vs. re-detection) and when the target model is updated. The DAL tracker consistently achieves superior performance over the state-of-the-art RGB and RGBD trackers (DiMP and OTR) on the three available RGBD tracking benchmarks (PTB, STC and CDTB) and runs significantly faster than the winner of the last VOT-RGBD challenge (CDTB) - 2 fps vs. 20 fps.
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