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Path tracing

Motivation

» Global illumination effects provide better
iInference about the surrounding objects
(Murray, 2019)

* Rasterization only renders a subset of those
global illumination effects and mimicking them
requires manual hacks Rasterization

» Ray-tracing techniques such as path tracing
provides all those global illumination effects




'D Tampere University

Motivation

Path Traced ReSTIR GI ReSTIR GI
. . . (2spp) 18.9 ms (biased) 16.0 ms (unbiased) 18.0 ms Reference
° Ray traC|ng teChn|queS are Computatlona”y 3.25 MSE 0.0230 MSE (141x) 0.0195 MSE (166x)

expensive for a single GPU in real-time

« Extend stereoscopic ray tracing techniques to
a single multi-GPU node

* Reach real-time photorealistic rendering with
virtual reality

CLUTTERED HALLWAY

(Ouyang, 2021)
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Movement trajectory

g AV T\

Real-time constraint |

Time [sec]

Observer

» Avoid cybersickness (nausea, dizziness): i A M\M/W/VWWW
erythrocephala

« User must not notice any lag between

consecutive images Prcdia WWV

hypoleuca

ground squirrel
Spermophilus

lateralis

* We set the motion to photon (end to end)

latency to be between 11-20 ms P e T
« Based on the human Critical Flicker o
Frequency (CFF) range: 50-90 Hz ‘ - s ‘
(Mankowska, 2021)
ra,‘t?attus m—— et S S
« We do not consider eccentricity or contrast ERIEENRS
sensitivity for the CFF

Example: Movement detection of a blowfly
(Jura, 2019)
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Background

 Parallel rendering pipelines categories (Molnar, 1994)
o The scene or the image is divided into multiple parts that are assigned to GPUs

Data-parallel Image-parallel
(Scene partitioning) (Image-space subdivision)

Scene Scene Scene

Scene

Image Image Image

Image
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Background

« Spatial reprojection (Adelson, 1993)
» Reprojects pixels from a source view to a target view
 Reduce computational cost of rendering both views
» Reprojectable target pixels are rendered with bilinear filtering from source pixels

Source view Target view
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Related works

1. Facebook/Meta Reality Lab Cycles (F. Xie, 2021)
2. Tauray (Ikkala, 2022) - baseline that we are using
3. OO-VR (C. Xie, 2019)

Software Layer:
Client - Manager — Worker Event Processing GPUL GPUO Al Sk R e g M
Skinning + Skinning + Objgc].olia]wd VR App]icaﬁgn I
Meshes & animation update animation update Meshes &
other scene other scene fi
data S data updat S data updat data
Manager-Worker Distribution cene data update cene data update
Hardware Layer:
localy rendered Path trace pixels Path trace pixels locally rendared -
Rander Render Render Render pivels per view assigned to this GPU assigned to this GPU oixelh por vicw Runtime Batch Distribution Engine
Waorker Worker Worker Worker -
Rasterize G-Buffer Normal, depth,
(one pass per maximum albedo, etc.
number of views framebuffers
Trans:er mggﬁrgd hardware can rasterize ; 1 prmmeFanmmny  eeeee l ------
pixels to simultanesusly) H i ' i [ H i H
Manager Gathering & Processing Image array of §GPMO ;i GPMI {1 GPM2 § | GPM3 |
Receive pixels pixels from H ! L ] | (SRRSO O CEIGEN S |
from GPU 1 GPU1
ML h.SEd BI“‘ Stitch pixels from all
GPUs into full image
Idle Full image array
(size not proportional s R
e bencsing [Ropo | [mori| [or2| [Roms |
Master — Client Streaming (TCP | WebRTC)
Tonemap Display l l l 1
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Technical challenges

* Related work pitfalls:
» GPUs: only used for rendering (rasterization/path tracing)
* Main GPU: assumes post-processing tasks alone

» Goal:
« Extend spatial reprojection and post-processing algorithms to multiple GPUs
oAdds dependencies in the pipeline between stages and between views
« Handle quality--performance awareness for scene variability



Proposed rendering pipeline
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Overview of the proposed pipeline

Parallelized to multiple GPUs

A

0. Skinning

N/

1. Scene update

AN

N/

AN

2. Path tracing

s N
3. G-buffer ..
. 6. Denoising
rasterization
\ J J
e N [ A
4. Spatial 7. Record prev.
reprojection buffers
. J by
e N A
5. Hole-filling 8. Tonemap.
\ J J

s A
9. Transfers

\ J

e N
10. Stitching

\ J

e N

11. Blit
\ J
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Image-space subdivision (stage #2)

« GPUs path trace their image region in the left view
» Large rectangular regions: maximize data locality along the horizontal axis

Left view (source viewport)

GPU O
Subdivision
GPU1 algorithm:
subdivision of the
GPU 2 image into N

rectangular regions,
each assigned to a
GPU

GPU 3

f
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Reprojected right view (stage #4)

« Spatial reprojection: read pixels in the source and reproject them in the target
» Discarded pixels = non-reprojectable pixels

Left view (source viewport) Right view (target viewport)

Reproject pixels

Discarded pixels in GPU 0
Discarded pixels in GPU 1

Discarded pixels in GPU 2

Discarded pixels in GPU 3
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Hole-filling (stage #5)

« Additional pass of path tracing only for the right view in the holes

Left view (source viewport) Right view (target viewport)
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Denoising (stage #6)
* Applying SVGF denoiser on both views

Left view (source viewport) Right view (target viewport)
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Denoising (stage #6)

- Seam artifacts (difference of contrast) due to denoising with spatial loss of
Information at the border between two GPUs image regions

Seam
artifacts
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Task scheduling framework

« Manage dependencies between the stages

(Main stages)

(

2. Path
tracing

AN

(

4. Spatial

. reprojection

-

\-
(

5. Hole-filling

~N

J
N

.

6. Denoising

[task_s che duling_frameworkj

J

pro

E:th_tracing_gpuO}
"(path_tracing_g'pul}

“(path_tracing_gpuZ}
Eth_tracing_g‘pu?)}

osed pipeline task graph
—J spatial_reprojection_gpqu—b[hole_ﬁ]ling_gpqu

denois ing_gpuO)

—{Sp atial reprojection_gpul Hhole_ﬁ]ling_gpul ]

denois ing_gpul)

—{spatial_reproj ection_gpuZHhole_ﬁ]ling_gpuZ]

denois ing_gpuZ)

NN N AN

AII(spatial_reprojection_gpu?:j—b[hole_ﬁ]ling_gpu?)]

denois ing_gpuS)

Left view

Right view

Both views
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Task scheduling framework

* Not all the stages operate on all the views
* We need to define the number of pixels processed per GPU per view per stage
» Workload ratio: ratio of pixels processed at a given stage

* Given a GPU i, we define w; = {w;, w,.}, for the left and right view
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Task scheduling framework

« Amapping algorithm assigns workload ratios to the GPUs per view, per stage

* In the example below it is simply 1/N with N=4 (note: ¥4 = 0.25)

* Workload ratios are used at command buffers creation

{0.25, 0.0}

{0.25, 0.0
[task_scheduling_framework 0.25, 0.0}

{0.25, 0.0}

prop
{0.0, 0.25}

)sed_pipeline_task_graph

path_tracing_g'puO)

*/_'\

h

{0.0, 0.25}

{0.0, 0.25}

> spatial_reprojection_g‘puO]

N

path_tracing gpul )

)

{0.0, 0.25}

{0.0, 0.25}

:[hole_ﬁ]ling_g‘puO]—

» spatial reprojection_gpul )

\

path_tracing gpuZ2 )

{0.0, 0.25}

{0.0, 0.25}

:[hole_ﬁ]ling_g‘pul ]—

» spatial reprojection_gpu2 )

/_'\*

path_tracing_g'puS)

Left view

{0.0, 0.25}

:[hole_ﬁ]ling_g‘puZ]—

> spatial_reprojection_g‘puS]

:[hole_ﬁ]ling_g‘puS]—

0.25, 0.25 denoising_gpuoj

0.25, 0.25 isi
denoising gpul

0.25, 0.25 denoising_gpuz]

0.25, 0.25 denoising_gPU3]

Right view

Both views
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Quality-performance control loop

» Adjusting rendering parameters (spp, bounces, SVGF iterations) while keeping the
rendering time between 11 ms and 20 ms (target range).

« Adapt the renderer to the scene complexity

>20 ms
Renderin Adjusted
: g parameters
time
<11l ms
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(Test scenes: San Miguel, Sponza, Bistro Exterior)

Results
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Performance per stage

» Resolution: 1280x720 per eye
« Samples (ray) per pixel: 1
« Bounces: 6

« Stages #0 to #7 in parallel
* Our proposed pipeline: stages #0 to #8 in parallel

« Speedup of the main stages:
o Spatial reprojection: x2.75
o Hole-filling: x2.89
o Denoising (SVGF): x4.2

Tauray Proposed
Pipeline stages Execution time (ms)
0. Skinning 0.003 0.08
1. Scene update 0.09 0.09
2. Path tracing 3.45 3.07
3. G-buffer rasterization 2.19% 2.61
4. §patial reprojection 0.11% 0.04
5. Hole-filling 3.38" 1.17
6. Denoising 3.65% 0.87
7. Record previous buffer 0.45" 0.53
8. Tonemapping 0.07* 0.03
9. Transfer to primary GPU (S+R) | 1.0540.60* | 0.26+0.29*

10. Stitching image regions 0.07* 0.03*
11. Blit images to the swapchain n/a 0.12*
GPU utilization (%)

Averaged utilization per GPU 99* |53 | 94" |97

(*): Values measurable only for the main GPU
Stage #9: S = Send / R = Receive
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Measuring total time Makespan:

872 ms (San Miguel scene - 104 frames)

\ 4

» Transfers mainly overlap with

ENRY
B

-—,—,—,,,,,—=
the other stages o | 1
» The total rendering frequency is v VDIRRTEARR @
averaged from the makespan AR
. . v NVIDIA RTX A6000 (2)
(total rendering time) and the
v NVIDIA RTX A6000 (3)
number of frames

(Swimlane visualization of a real execution of the proposed pipeline)

CPU waiting
{2 viewporis) swgf (2 viewports) frame_delay blik v... SCENE ...
transfer from h... transfer from h... transfer from h...
path tracing (1 wiewports) ghuffer rasterization (2 viewporis)

gbuifer rasterization (2 viewports) retrace missing samples

transfer from dev.... frame_delay path fracing (1 viewpaons)

(zoomed-in - notice overlapping stages)
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Rendering frequency

Scene San Miguel | Sponza | Bistro Ext.
Pipeline Execution time (s)
Tauray 1.59 1.93 3.26
Proposed 0.87 0.69 1.54

Makespan in seconds over ~100
frames

The rendering frequency based on the makespan's execution time:
oSan Miguel: ~120 Hz — rendering time speedup x1.83
oSponza: ~145 Hz — x2.80
oBistro Exterior: ~65 Hz — x2.11
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Quality-performance control loop

Rendering time

R e
|

YOO DADHEDRADEREIOERLADE PSP
Frame

B spp (control loop) = Tauray (1spp) = Froposed (1spp) = Proposed (control loop)

Samples per pixel (spp)

« Curves show rendering time (left

axis) for a given pipeline for each
time frame

 Green bars indicate the numbers

of samples per pixel (right axis)
with the control loop

» The proposed pipeline with the

control loop maintain the rendering
time within the target range (11—20
ms)
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Image quality related to seam artifacts

* Quality metrics PSNR and Contrast-Aware Multiscale Banding Index (CAMBI)
oNo filter = Non-filtered seam artifacts (proposed pipeline)
oBilateral filter = Seam artifacts smoothed with a bilateral filter (proposed pipeline)
oNo seam = No seam artifacts (baseline: Tauray pipeline -> single GPU denoising)

* PSNR difference 0.2-0.9 dB

Scene San Miguel | Sponza | Bistro Ext.
PSNR (no filter) 20.30 21.73 20.89
PSNR (bilateral filter) 19.90 21.71 20.46
PSNR (no seam) 20.83 21.97 21.09
CAMBI (no filter) 0.06 0.05 0.09
CAMBI (bilateral filter) 0.06 0.06 0.09
CAMBI (no seam) 0.07 0.06 0.09
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Limitations

» Hole-filling: GPU warp divergence due to irregular positions of the holes in the images

» Denoiser: Does not consider changing number of samples per pixel + produces seam
artifacts

« Data locality: Better data locality favors load imbalance between GPU but reduces the
spatial loss of information in image-space

» G-buffer rasterization: slows down proportionally to the size of the scene and triangles in
the view frustum
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Summary Authors (first.ast@tuni.fi)

Proposed Pipeline

* Maximizes data locality along horizontal axis in the image

« Parallelizes spatial reprojection, hole-filling and denoising across
multiple GPUs

 Handles workload dependency through workload ratios per GPU per
stage per view

» Keeps the rendering frequency within and/or above the 50-90 Hz
target range

« Tunes the quality with respect to the target rendering frequency range

Erwan Leria Markku Makitalo Pekka Jaaskelainen
(Presenter)

Virtual Reality and Graphics Architectures
research group (VGA)

tuni.filvga/

Performance
* For the 3 test scenes: x2.25 speedup for ~100 frames
« For the main stages for the San Miguel scene: x2.75 to x4.2 speedup

Quality
* No significant degradation due to seam artifacts

, This work was supported by the European Union’s Horizon 2020 research and innovation programme under the Marie
‘ Sktodowska-Curie grant agreement No. 956770 (Plenoptima), and in part by the Academy of Finland under Grant
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